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Summary

During the adaptation process of the weights vethat occurs in the iteration presentation of tleadhing vector, the
Kohonen type neural network attempts to learn thecture of the data. Such a network can learndoognise aggregates
of input data occurring in the input data set redi@ss of the assumed criteria of similarity and thmntity of the data
explored. Following identification of aggregatescaning in the data set, they can be named (labgJland as a result the
Kohonen network gains the ability to classify themompliance with the inner logic included in tii@ta set. The Kohonen
type neural network can therefore be used for diaasion of data also when the output classesraseknown (defined) in
advance.
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SIECI NEURONOW E TYPU KOHONENA W KLASYFIKACYJNYCH PROBLEMACH
INZYNIERII ROLNICZEJ

Streszczenie

Podczas procesu adaptacji wektora wag zachoggo w trakcie iteracyjnej prezentacji wektoraqgego, sié neuronowa
typu Kohonena probuje nauezgie struktury danych. Sietaka mée nauczy sie rozpoznawania skupienysepujgcych w
zbiorze danych wé&iowych bez wzgtlu na przygte kryteria podobiéstwa oraz ilg¢ eksplorowanych danych. Po
identyfikacji skupieé wystpujgcych w zbiorze danych dma nada& im nazwy (zaetykietowsje), skutkiem czego gie
Kohonena uzyskuje mliwosé przeprowadzania ich klasyfikaciji, zgodnie z wgwemg logikg zawarta w zbiorze danych.
Sie’ neuronowa typu Kohonena Beozatem by uzyta do klasyfikacji danych rownievtedy, gdy klasy wsgiowe nie g z
gory znane (zdefiniowane).

Stowa kluczowe:sieci neuronowe, rozpoznawanie obrazu

Introduction The topology of th&Kohonennetwork differs considerably
from the structures of other neural networks. Tinecture
The Kohonenartificial neural networks are modelled on discussed is basically a one-layer network. It iaof an
the topological properties of the human brain. Bhes input layer and an output layer which processesdtua
networks are also known as self-organizing featuaeps  presented. The output layer is built of radial west This
(SOFM - Self Organizing Feature Mapg. The Kohonen  layer is also defined as a layer forming a topalagmap.
neural networks are most frequently used for a lide Neurons in the layer forming the topological mag taken
understood classification [1]. They perform thiskan a  into consideration as if they were placed in spemrding
relatively untypical way. Thanks to the processiofy to some predetermined order - usually for convergesmd
output values carried out within th@ostprocessingthe better perception we imagine them to be nodes tfca
result of the network activity is an output varmbbf dimensional network.
nominal character. Each value of this variable esents

one definite class. Appropriate neurons occurringhie C > O C C
output layer of the network correspond to particula DY ' C
classes. The connection of the neuron with a golass is

. SO O O

indicated by the label with the class name attedub it.
During the action of the network, after the inpigingl has
appeared, the winning neuron is indicated each {imat

is the neuron of the lowest activation, which irdés the
highest compatibility of weights and the given itpu
pattern). The label of the neuron determines tlasscto
which the input case is ascribed. This untypicalcitire
enables the user to define the output layer okibleonen
network as a specific two-dimensional "map" of thput
multi-dimensional data set. It enables to placeitimn ,
optional number of neurons that are distinguished a
established points in this map (Tadeusiewicz RO0}9 Fig. 1. The structure of theohonentype neural network
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The nature of the teaching process of the&kohonen  after the presentation of vectaX the activity of each
network neuron is calculated. The winner is the neuron hef t

biggest output signal. When using normalised vegtdr
During the teaching of the self-organizing netwotk$ equals the smallest Euclidean distance betweeringhe
competition at the input of each neuron, Badimension vector and the neuron weight vector. The winneptis
signal X from the set of teaching patterns is providedweight in the direction of vectoraccording to the formula:
(randomly or in an established sequence). The weigh

the synaptic connections create a vecto -
ynap ) WW ‘_WW +,7(X WW) )
W =W, ,W,....\W]. Next, input vectors are

normalised and then the network is stimulated bg th,7 . .
teaching vector. In the adaptation process, this neuron'/ -t€aching coefficient,
whose weights differ the least from vectopresented at X - input vector,

the input, wins in the competition. The winningth neuron W. - weights vector of the winning neuron
fulfils this relation (Tadeusiewicz R., 1990): W g g '

where:

_ . It should be noted that the remaining neurons db no
d= (X’Ww) - ELQ d(X’\Ni ) (1) undergo adaptation. TH&TA algorithm takes into account
where: - the so-called fatigue of neurons by consideringrtheber

d W ] ) of victories of each of them and favouring the lassive
(X,W) - determines the measurement of distanc@eyrons to equal their chances. Such a modificasiarsed

between vectorX and vectoiV, in the initial stages of the algorithm switchingoiff after
n - number of neurons, activation of all neurons. In thé&/TA algorithm only the
X - input (teaching) vector, “winner” modifies its weights (Ossowski S., 2000).

W, -“‘winning” vector of weights. In the WTM (Winner TakesMosY algorithm, apart from the

winner its neighbouring neurons also update theights.
The distance between vectarand weight vector of the The longer the distance of the neuron from the ainthe

winning neuron W, can be calculated using different sm_aller the Chafﬁge of value of the neuron welgTﬁh_B
weights adaptation process can be described usiag t

definitions e.g.: dependence relationship:

« Euclidean measurement:
W W +7Gli,[x-W] ©

dlx W) =|x-w]| = @ | | vinner's’
for all i - th neurons belonging to the “winner’s
neighbourhood.

| duct " In the formula, the teaching coefficiemtof every neuron is

*  Scalar product measurement. separated from its distance with reference to vecto
included using the neighbourhood functiof(i, X)

d(X,W) =xW = Hxﬂ [[l!/\/lu COS{X,V\/i) (3)  defined in the following way:

where: 1 fori=n
G(i,x):{0 or i 2 (7)

Hxﬂ ,”\N.H - modules of vectors andW, ort=n
where:

Around the “winning” neuron, a topological neighboood ~ G(i, X) - function of neighbourhood,

is assumed of a definite radius that is decreasinthe n - number of the “winner”.

course of the teaching process. The “winning” nawiad

a process of adaptation, changing their weightsovec of all in the neighbourhood functio (i, X) .

toward the input vectoX according to the formula: . ) L
P ) In the classical algorithm put forward by the Fsimi

scholar T. Kohonen the neural network initiates by
\Ni (k +1) :VVi (k) +17; (k)(X —V\/i (k)) (4) assigning to neurons definite place in space, #sHog it
where: next in a specific way with neighbours. The momtm

.winner” is called, the updating includes not ontlge
) i weights of the ,winning” neuron but also the wemglof its
k- number of steps (iteration). neighbours from the closest neighbourhood. In the

o ) _ algorithm discussed, the function of neighbourhood
The numbers of neurons winning in consecutlveG(i X) takes the following form:

presentations of vectorX create the so-called code book.
In classical coding, the algorithm k — mean valigassually .
applied, whose equivalent in the case of neuralows is G(i x) :{1 ford(i,ws4) 8)
the WTA (Winner TakesAll) algorithm. In this algorithm, ’ 0 for other

17, - teaching coefficient (decreasing in time),
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where:

to contiguous areas of the topological map. Dutiaging

d(i,w) - means the Euclidean distance between ththe neighbourhood size is progressively reducegetier

weights vectors of the “winner” neurow and thei -th
neuron or the distance measured in the numberusbns,

with the learning rate, so that early on a coarapping is
produced (with large clusters of units respondmgitilar
cases). Finer detail is produced later (as indafidunits

A - means the radius of neighbourhood, whose valugithin a cluster respond to finer levels of disdriation

decreases in time to zero.

This type of neighbourhood is called rectangulanother
type of neighbourhood used in tk@honennetwork is the
Gaussian type, which can be described using thewfivig

formula:

: d?(i,w
Gli,x)= ex;{— %J ©)
where:
A - is the neighbourhood radius decreasirgne,

d(i,w) - measure of distance between the weights vecto

of the “winner” neuronw and the -th neuron.

The adaptation degree of neurons from a neighbauak e
determined not only by the distance of the th neuron
from the “winner” (-th neuron),
neighbourhood radius (Ossowski S., 2000).

In the neighbourhood of th&aussiantype the degree of

adaptation varies and depends on the value oBthessian
function, whereas in the rectangular type neighbood

among related cases).

Application areas ofKohonen neural network in
agricultural engineering

Many areas of agricultural engineering lend well the

application ofKohonenmneural networks. These include:

- predicting crop yields, particularly for foreciast the
yield on the basis of previous years’ results;

- spatial approximations (where physical parametgfrs
several points in space are used to extrapolateahes
in between); applications include among others

rgeological studies of soil, thermal field analysisheat
storage units;

- classification problems of recognising selectategories;
applications include the use of neural networks to
entomologically classify insects based on their
representative features (such as colour);

but also the _ jgentification problems — signal screening (thegessing

of high-noise data); applications include the asialyof
stochastic weather data.
The above instances ofKohonen neural network
applications are reflected in research that hasnbee

every neuron belonging to the winner neighbourhoo@onducted by various Polish research instituteseirTh

undergoes adaptation to an equal extent. The fiomadula
for adaptation of neighbours weights can be preskas
follows:

d*(i,w)

Wik+3=wli)+7exp-=_-= [x-W(Kk) o)
where:

A - radius of the neighbourhood,

n - teaching coefficient (decreasing in fime

findings have generated a range of specific apjiica.

In agricultural engineering researctKohonen neural
networks have proven to be of particular use iolkésg a
wide range of classification problems. The most cam
task performed by neural networks in this areahs t
assigning of each submitted case represented by an
appropriated set of input data to one of previogslected
classes (categories). Generally one may say that th
network estimates the probability of a given casienging

to a given class.

Since Kohonennetworks learn data structures during the

d(i,w) - distance between the vector of weights of theveight adaptation process, one of the applicatizfnsuch

winner neuronw and thei -th neuron
k - number of iteration,

W, - weights vector of the- th neuron.

The neighbourhood is decreased with the passage

teaching time. Initially, the neighbourhood inclede
relatively large number of neurons. At the finagss, the

neighbourhood has a zero range. The algorithm makes

of the time-variable coefficient of teaching thatdpplied
for determination of the weighted sum and causas ttie

networks is exploratory data analysis (and paridylthe
analysis of empirical dataKohonenneural networks have
the capacity to learn to e.g. recognise concenfratin the
input data and at the same time link similar classfedata.
Notably, the network can achieve this regardlegh®type
of data similarity criteria used (even if algoritraesigner
does not know such criteria priori) and the number of
such criteria.

The Kohonenneural networks are usually better than other
analytical methods, if the following conditionsgeeding
the empirical input data of the processing procass

initially large and rapid changes become incredging fulfilled. In classification problems, the purposd the

smaller during successive epochs. Teachingkibkonen
networks is frequently carried out in two clearlivided
stages: at the beginning a relatively short phage aviarge
teaching coefficient and extensive neighbourhoad a
long phase of "repeated and supplementary teachiitg'a
small value of the teaching coefficient and a zmralmost
zero neighbourhood.

The neighbourhood plays a crucial rolekinhonenneural
network training. By updating surrounding unitsaitdition

network is to assign each case to one of a number o
classes (or, more generally, to estimate the pibtyabf
membership of the case in each class). One of talyes

of the Kohonen neural network, is the ability of the
discussed artificial neural network to determine tlegree

of similarity occurring between classes. This netwean

be also used to detect regularities occurring enabtained
empirical dataThe desirable feature enables ¥@&honen
neural network to identify the pests correctly lohsa the

to the winning unitKohonentraining assigns related data presentation of images not originating from thechéag
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set i.e.: noisy photographs taken under differaghtl
exposure conditions and using different quality tbé
equipment. In connection with the above, it is faesto
find many areas in generally defined agricultural
engineering, in which the use Kbhonenneural networks
seems to be particularly justified.

For example category process recognition in agticail
engineering (classification problem): on the basisthe
characteristic features of an insect tiehonen neuron
network determines to which entomological categtiry
object belongs (Boniecki P., Piekarska-Boniecka2dQ4).
Unfortunately, there are certain limitations to thee of

like the training caseKohonenneural networks perform
unsupervised learning: they learn to recognise tetas
within a set of unlabelled training data: that tigining
data which includes input variables only. This réur
networks also place related-clusters close togeathéhe
output layer, forming a topological map. Labellimigcases
is less frequent, but sindéohonenneural networks are
used for unsupervised training tasks, where thsteting
of data is typically not understood before trainlmegins,
sometimes as you begin to understand what clugterin
units represent, you may label the cases accoxding!

In a Kohonenneural network, the winning node in the

neuron networks. One of the problems relating te thtopological map (output) layer is the one with thighest

networks is that it is not possible to use thenoldtain a
mathematical relation between the input and th@uwubf
neuron networks. The network creates a neuron moidel
the studied phenomenon, but it is not possibleetergnine
the structure of the model - only the network duite is
known. Apart from this, it is difficult to prove & a
network, which has been taught, can really copé wie
assigned problem. The nature of the learning psoésa
neuron network often determines the stochasticraatd
results, which are output by the network. It isoals
important to realise that there is no method tcchiea
network to use magic to create information, whishnot
included in the training data.

Conclusion

The radial layer of &ohonenartificial neural network,
with units laid out in two-dimensions, is trained that
inter-related clusters tend to be situated clogettwer in
the layer. That's why neural network is often uded
cluster analysis.

The Kohonentraining algorithm adjusts the centres in the
topological map layer to move them closer to cluste
centres in the training data. During training, gigorithm
selects the unit whose centre is closest to theitigacase.
That unit and its neighbours are then adjustedetanbre
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activation level (which measures the distance efittput
case from the point stored by the unit). Some bofathe
units in the topological map may be labelled witass
names. If the distance is small enough, then the éa
assigned to the class (providing that a name ismivf an
input case is further than this distance away frim
winning unit, or if the winning unit is unlabelle@r its
label doesn't match one of the output variable'sinal
values) then the case is unclassified. The refeeshold is
not used irkKohonennetworks.
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