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NEURAL NETWORKSTYPE MLP IN THE PROCESS OF IDENTIFICATION
OF CHOSEN VARIETIESOF MAIZE

Summary

During the adaptation process of the weights vetitat occurs in the iterative presentation of teadhing vector, the MLP
type artificial neural network (MultiLayer Percepin) attempts to learn the structure of the data:hSa network can learn
to recognise aggregates of input data occurringhi@a input data set regardless of the assumed @itgrsimilarity and the
guantity of the data explored. The MLP type neustiwvork can be also used to detect regularitiesuoarg in the ob-
tained graphic empirical data. The neuronal imagelgsis is then a new field of digital processirigignals. It is possible
to use it to identify chosen objects given in tivenfof bitmap. If at the network input, a new unknaase appears which
the network is unable to recognise, it means thet different from all the classes known previgu3lhe MLP type artifi-
cial neural network taught in this way can serveaadetector signalling the appearance of a widatglerstood novelty.
Such a network can also look for similarities batwehe known data and the noisy data. In this wag, able to identify
fragments of images presented in photographs ofneagze grain. The purpose of the research wasséothhe MLP neural
networks in the process of identification of chosareties of maize applying the image analysishaogt The neuronal
classification shapes of grains was performed Withuse of the Johan Gielis super formula.

SIECI NEURONOWE TYPU MLP W PROCESIE IDENTYFIKACJI
WYBRANYCH ODMIAN KUKURYDZY

Streszczenie

Podczas iteracyjnej korekcji wektora wag, zaclwdg w trakcie procesu uczenia sieci neuronowej tylulP (perceptron
wielowarstwowy), nagpuje adaptacja (przez tworzony model neuronowydayiezawartej w strukturze analizowanych
danych. W badaniach prowadzonych w dyscyplinignieria rolnicza, istotne znaczenie ma proces pdwgia
informacji zakodowanej w postaci graficznej, npfonmie zd¢é¢ cyfrowych. Cgsto zmiennymi reprezentatywnymi, ktére w
sposob wystarczagy charakteryzuj zobrazowany obiekt,gswybrane wspéiczynniki ksztaltu. Celem badayto
wykorzystanie sieci neuronowych typu MLP w procielgatyfikacji wybranych odmian kukurydzy z wykstargiem metod
analizy obrazu. Wykorzystana metoda klasyfikaciegela na rozpoznawaniu fnic ksztattéw analizowanych obiektow.
Neuronowa identyfikacja zostata wykonanayciem super formuty Johana Gielisa.

purposes of this paper, have been identified asdigsh-
ing features. These are used to construct learsétg for
the neural models.

1. Introduction

Neural models have proven to be highly effectiveld
serving, inter alia, in data processing to solv@bpms that
cannot be tackled with the use of conventional aaens
and software. This is because neural networks psodata
in a parallel and scattered way. Such models avellys In 1997, Johan Gielis a Belgian engineer,
considerably faster than sequential processingamven- mathematician and biotechnology expert, published a
tional digital machines arranged in series. A kdyamtage formula (being a generalization of the superellifisenula

2. Johan Gielis’superformula

of neural networks is their ability to model theoplem at
hand without developing an algorithm for its saduti[8].
The approach closely resembles the operation dfitinean
brain, which has actually inspired and served psototype
for neural modelling. One area in which humang stih-
tinue to defeat computers is identification andoggtion
in the broad sense of these terms [2].

The purpose of the study is to explore the clasgibn
abilities of neural networks in identifying selegtagricul-
tural objects. The examples used for such classidin
were the maize grain. The proposed classificati@thod
involved recognizing the shapes of the researchmects
presented as images. The caryopsis shapes wetigdbn
with the use of a superformula, as it is referdtoposed
by the Belgian engineefohan Gielis The formula helps
map any shape using independent parameters whicthef
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developed byGabriel Lamé which describes any shape
both in two- and three-dimensional space [4]. Térentila
has been dubbed the superformula and is occasionall
referred to as theGielis’ superformula. In a two-
dimensional polarized system, the formula is [3]:

et Rel3 e
r a 4 b 4
where:

rand¢ - denote point coordinates in a polarized
system,

m - denotes the symmetry coefficient,

Ny, My, Ny - denote the shape coefficients,
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a, b -
dimensions.

As he developed his notiodphan Gielisproposed the
following generalized formula in 2003:

denotes the horizontal and vertical

1
N, Ny 7E
co{j‘1 mej sin(il1 mej
r(6)=¢(6) + @)
a b
where:
r, @ - denote point coefficients in a polarized
system, Elma"n,
@(6) - denotes any mathematical function. vabal _}7,1",."1_'(%(%_;) " (@)
Just as in formula (1), formula (2) can also bpliag to Sl B S B R NS = e
manipulate the emerging shape with the use of shayg 2
coefficients n, n, and B and alter the shape of | » * » ° ise | i | 2o || o | fZee
function@ () so as to produce any complex shape. S okt e
Tl e | oo

3. Design and implementation of an artificial neural
networ k

Nt uerestor T

In order to generate caryopsis shapes and thentifige Fig. 1. Pictures of chosen maize grain of the mgtend
the proper superformula coefficients, use has meatle of shape generating of grain with usageHolger Hoffmann’s
a JAVA applet shape generator (the applet wasemitty —applet
Holger Hoffmani available in an interactive format e.g. at
http://www.activeart.de/dim-shops/training/Supenstia Parameters a, b, mg,nn, were assumed to be the
Empirical data in the form of chosen maize's cpsy®  distinguishing features of the caryopsis imagedetes
photographs, were transformed into a set of adequaffhese were used to design a learning set for the
construction of a neural model capable of classgywheat,

caryopsis shapes with the use of theffman’sapplet. A
record was also made of parameters a, b, jnprand i
which describe the analyzed shapes.

in Figure 2.

‘ imput variables ‘

!

barley and maze caryopses. A fragment of the sgivien

output
variables

|

1,13 2
1,01 1,02 2
1,12 1,19 2 0,56 0,66 0,55
1.07 1.12 2 0,66 1,12 0,44
learning vectors |== 1,16 0,98 2 0,33 1,22 1,31
1,17 0,99 2 0,33 0,66 0,31
1,12 1,1 2 0,32 1,24 0,44
1,03 1,14 2 0,88 1,11 1,78
1,13 0,99 2 0,43 0,74 0,41
1,10 1,21 2 0,68 0,78 1,45
1,12 0,95 2 0,59 1,23 0,19
1,16 0,92 2 0,54 0,61 1,22
Fig. 2. Fragment of training data set
where:
a,b - denote the horizontal and vertical dimensions,
m - denotes a multiplicity of a symmetry axis,

ni, Ny, N3 - denote shape coefficients,
- denotes species nante Clarica FAO 2302: Clarica FAO 23503: Clarica FAO 280)

variety
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The learning set was made up of 210 cases. Thes caglimensions and spatial orientation of the modelled
were placed randomly in a learning set. Designeslich a  caryopses.
way, the data set became the basis for learninghén
process of developing a neural classification model 4, Conclusions

The desired neural network topology was generated
with a “Neural networks” module integrated into the The studies suggest it is advisable to apply thiécéal
commercial software systeftatistica v.7.0[7]. At stage neural network technology, computer-aided imagdyaisa
one, use was made of the effectivkutomatic network and Johan Gielis’ superformulato identify varieties of

designet tool. The authors assessed individual model feamaize. The neural model developed and verifiedhieyatu-

tures such as the rate of learning, validation t@stlerrors,
the learning, validation and testing related quatif the
neural network, th&OC curve Receiver Operating Char-
acteristigand classification problem statistics [7].

Out of a set of the ten best neural network typiels,
the researchers selected theILP neural network
characterized by the smalleRMS (Root Mean Squaje
error rate. Its structureMLP 6:6-36-1:1 is provided in
Figure 3.

Fig. 3. Structure of develop&dLP type neural network

Statistics of model that best identified varietief
maize:

- learning error - 0,1022,

- validation error - 0,1244,

- testerror-0,1377,

- learning quality - 0,9809,

- validation quality - 0,9666,

- test quality - 0,9811,

- filed underROCcurve - 0,9854.

The network then went through a process of “addéti
learning” that relied on the use of anjugategradient
algorithm (500 epochs) and theovenberg-Marquardt
algorithm (1000 epochs).

To define the weight of individual input paramster
(relative to the adopted distinguishing featurésy, authors
analyzed the sensitivity of the neural model geteerd7].
The “Sensitivity analysis” module placed in tB¢atistica

v.7.0 package was used to demonstrate that the inp

variables of highest rank are those representimgopais
shapes, i.e. coefficients;,nn, and n. It means that the
resulting neural model has a limited sensitivitycttanges
in the values of features a, b and m, which desctite
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thor demonstrates it is advisable to apply it teniify va-
rieties of maize caryopses based on representiatares
established in caryopsis image analysis. In prakcappli-
cations, the model has proven superior to the ifileation
capacities of man, in particular where identifioatispeed
and duplicability are of the essence. It's posstblenake
ultimate conclusions as follows:

1. The generated neural model is an effective ftoothe
classification of varieties of maize and offershagh
confidence ratio.

2. As the artificial MLP neural network is capable of
generalizing knowledge, it easily classifies cadesm
outside of the learning set.

3. Johan Gielis’superformulaproves effective in solving
such problems. The neural model developed withugs
simplifies the selection of distinguishing featutesdentify
the relationship between input data (in the formsbépe
coefficients) and the output signal.

4. During the learning process, the neural modielcted
the equation components describing the size ofctdbjend
their spatial orientation. This shows that it issgible to
omit image normalization when describing objectthwie
use of the coefficients generated by the superf@amu
which accelerates learning data set generation.
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