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MULTIPLE REGRESSION ANALYSIS MODEL TO PREDICT AND S IMULATE WINTER 
RAPESEED YIELD  

 

Summary 
 

The aim of the work is to create a model for prediction and simulation of winter rapeseed yield. The model made it possible 
to perform a yield forecast on 30 June, directly before harvest in the current agrotechnical season. The prediction model 
was built using the multiple regression method (MLR). The model was based on meteorological data (air temperature and 
precipitation) and information about mineral fertilization. The data were collected from the years 2008-2017 from 291 pro-
duction fields located in Poland, in the southern Opole region. The assessment of the quality of forecasts generated on the 
basis of the regression model was verified by determining prediction errors using RAE, RMS, MAE and MAPE error me-
ters. An important feature of the created prediction model concerns the possibility of making the forecast in the current 
agrotechnical year on the basis of the current weather and fertilizer information. 
Key words: forecast, multiple regression, MLR, winter rapeseed, yield prediction 
 
 

MODEL ANALIZY REGRESJI WIELORAKIEJ DLA PROGNOZY I S YMULACJI PLONU 
RZEPAKU OZIMEGO  

 

Streszczenie 
 

Celem pracy było zbudowanie modelu do predykcji i symulacji plonu rzepaku ozimego. Model ten umożliwił wykonanie 
prognozy plonu na dzień 30 czerwca, bezpośrednio przed zbiorem w aktualnie trwającym sezonie agrotechnicznym. Do bu-
dowy modelu predykcyjnego użyto metody regresji wielorakiej (MLR). Model powstał w oparciu o dane meteorologiczne 
(temperatura powietrza i opady atmosferyczne) oraz informacje o nawożeniu mineralnym. Dane zostały zebrane z lat 2008-
2017 z 291 pól produkcyjnych zlokalizowanych w Polsce, na obszarze południowej Opolszczyzny. Ocena jakości prognoz 
wytworzonych na bazie modelu regresyjnego została zweryfikowana poprzez określenie błędów prognozy za pomocą mier-
ników błędów RAE, RMS, MAE oraz MAPE. Ważną cechą wytworzonego modelu predykcyjnego jest możliwość wykonania 
prognozy w bieżącym roku agrotechnicznym w oparciu o aktualne informacje pogodowe i nawozowe.  
Słowa kluczowe: prognoza, regresja wielokrotna, MLR, rzepak ozimy, prognoza plonu 
 
 
1. Introduction 
 
 Over the past 50 years, there has been a two-fold in-
crease in the production of oilseeds and almost five-fold 
increase in the area of oil seed rape (Brassica napus) crops 
in the world. Currently, the discussed plant covers about 
0.6% of the area of all crops in the world, which is 33 mil-
lion ha, where the production of 67.7 million t provides 20 
million t of edible oil and components needed to produce 
diesel oil [8, 22]. 
 Rapeseed is grown mainly in Europe and Canada, China 
and India. In Poland, winter rapeseed was cultivated on 
947,000 ha of sown area in 2015. The average yield per 1 
ha was 28.5 dt, while in 2014 it reached the level of 34.4 
dt·ha-1. Winter rape is the third most cultivated plant in Po-
land after winter wheat and winter triticale. The share of 
Polish winter oilseed rape production in comparison to the 
European Union in 2014 was 13.5% [5]. 
 An increase in plant yields is related to the use of mod-
ern cultivation technologies and the use of crop yielding 
models to perform simulations and, consequently, to opti-
mise the production process. For this reason, crop yield 
models can lead to the formation of forecasting tools, which 
can be an important element of precision agriculture. [17] 

and the main element of decision-making support systems 
[16]. 
 Vegetation of plants is largely determined by meteoro-
logical conditions. Often in developed models, analyses of 
climate change impacts are made, which require the inte-
gration of meteorological and crop data. [13]. The process 
of forecasting yields during the growing season is the basis 
for estimating production volumes and expected yields at 
the end of the growing season [1]. Punctual and accurate 
forecasting of yields is essential for crop production, mar-
keting, storage, transport and decision making, which sup-
ports risk management [3, 9]. 
 The quantity and quality of the yield of plants depend 
on many factors which are often correlated with each other 
and directly or indirectly affect the yield. The most fre-
quently considered are weather and climatic factors (air 
temperature, precipitation, sunshine), soil factors (pH, 
structure, organic matter content, soil nutrient abundance), 
soil cultivation technologies, plant varieties, fertilising 
technology and level, plant protection, harvesting technol-
ogy and crop rotation [10, 15, 21]. 
 That is why the research should be undertaken in order 
to produce a simple and accurate model of winter oilseed 
rape yield that has not been developed yet [2]. In the fol-
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lowing paper the authors will attempt to develop such a 
model and evaluate it. 
 
2. Materials and methods 
 
 The regression model was built on the basis of data col-
lected in the years 2008-2017 from winter oilseed rape pro-
duction fields located in Poland, in the southern part of the 
Opolskie Voivodeship in the Głubczyce, Branice, Kietrz, 
Baborów and Pawłowiczki communes (Fig. 1). All gathered 
data from 291 fields were used for the construction and 
verification of the regression model (Tab. 1). This informa-
tion was the basis for the creation of the database which 
was divided into two sets I and II. Set I (246 fields) con-
sisted of information from the years 2008-2016 which were 
used to build the model. Set II (45 fields) from 2017 con-
sisted only of data for model validation and they did not 
take part in their construction.  Meteorological data - av-
erage daily air temperature and daily precipitation sums re-
ferring to the area and the research period were obtained 
from a local meteorological station located in the re-
searched area. The construction of a regressive prediction 
model was prepared on the basis of the forecasting deadline 
in a particular calendar year, i.e. 30 June. 
 The model takes into account factors collected from 1st 
January to 30th June of a given year, which affect the yield 
and are easily accessible for agricultural producers - Tab. 2. 
 The essence of this approach to the prediction of winter 
oilseed rape yield consists in the ability to make forecasts 

and simulations of the expected yield directly before har-
vest, in the current agrotechnical season. 
 

 
Source: own work / Źródło: opracowanie własne 

Fig. 1. Research area – southern part of the Opole Voivodeship 
Rys. 1. Obszar badawczy – południowa część województwa 
opolskiego 

 
Table 1. The number of productive fields of winter rapeseed divided into two sets, I and II 
Tab. 1. Liczba pól produkcyjnych rzepaku ozimego podzielona na dwa zbiory I i II  
 

  Set I Set II 
Year 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 
Number of fields 25 23 30 30 28 30 26 17 37 45 

Source: own work / Źródło: opracowanie własne 
 
Table 2. Data structure in MRL prediction model 
Tab. 2. Struktura danych w predykcyjnym modelu MLR 
 

Symbol Unit of measure Variable name Scope of data 
R1-4_CY mm The sum of precipitation from January 1 to April 15 of the current year 64.80-173 
T1-4_CY oC The average air temperature from January 1 to April 15 of the current year -0.30-8.80 

R4_CY mm The sum of atmospheric precipitation from April 1 to April 30 of the cur-
rent year 14.20-119.20 

T4_CY oC The average air temperature from April 1 to April 30 of the current year 7.70-11.70 
R5_CY mm The sum of precipitation from May 1 to May 31 of the current year 32-202.20 
T5_CY oC The average air temperature from May 1 to May 31 of the current year 12-14.70 
R6_CY mm The sum of precipitation from June 1 to June 30 of the current year 37.60-147.50 
T6_CY oC Average air temperature from June 1 to June 30 of the current year 15.20-18.90 
N_LY kg · ha-1 Total fertilization N - autumn in the previous year 0-42 
N_CY kg · ha-1 Total fertilization N - autumn in the current year 127-280 
P2O5_C
Y kg · ha-1 The sum of P2O5 fertilization in the current year 0-140 

K2O_CY kg · ha-1 The sum of K2O fertilization in the current year 0-463 
MGO_C
Y kg · ha-1 The sum of MgO fertilization in the current year 1-38 

SO3_CY kg · ha-1 The sum of SO3 fertilization in the current year 23-140 
B_CY kg · ha-1 The sum of B fertilization in the current year 0.16-2.38 
CU_CY g · ha-1 The sum of Cu fertilization in the current year 0-115 
MN_CY g · ha-1 The sum of Mn fertilization in the current year  0-358 
MO_CY g · ha-1 The sum of Mo fertilization in the current year 0-204 
ZN_CY g · ha-1 The sum of Zn fertilization in the current year 0-205 

Source: own work / Źródło: opracowanie własne 
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2.1. Method of construction of the MLR model 
 
 Multiple regression is a statistical method whose main 
goal is to quantify the connections between many inde-
pendent variables and a dependent variable. Even if there is 
no reasonable dependence between variables, one can try to 
link them by the use of a mathematical equation. This equa-
tion may not have a physical sense, but under some as-
sumptions it allows to forecast values determined on the 
basis of knowledge of other variables [19]. 
 Multiple regression is preceded by examination of the 
determination coefficient R2 for the examined features. It is 
used to evaluate the degree of explanation of the total vari-
ability of a dependent variable by an independent variable. 
It is equal to the square of the multiple correlation coeffi-
cient between the analyzed traits. The continuation of the 
regression analysis is the determination of the probability 
factor for absolute statistics "t", verified at the level of sig-
nificance α = 0.05 (statistically significant difference). In 
the final phase of this stage the regression equation is con-
structed in the form: 
 
Y = a + b1X1 + b2X2 +...+ bpXp, (1) 
 
where: 
Y – dependent variable (examined feature), 
a – constant, 
Xp – value of the independent variable, 
bp – regression rate. 
 Equation (1) presents a regression model for the pre-
dicted trait - winter rapeseed yield. 

 
2.2. Methodology of evaluation of the created model 

 
 Evaluation of the predictive ability of the produced 
model is being done with the use of indicators of forecast 
error (ex post), comparing data from set II to the results of 
prediction created on the basis of set I. These errors are 
characterised by the fact that they are calculated on the ba-
sis of past data, i.e. on the basis of information on predic-
tions that have already expired and on the corresponding 
realisation of the forecast variable. A forecast error is the 
difference between the realisation of a forecast variable 
over time and a forecast realised for the same period [18]. 
 The validation of the produced models was carried out 
on the basis of data from the year 2017, which included 45 
winter rape fields. These data did not participate in the con-
struction of the model. The methodological methods widely 
described in the literature were used to evaluate the quality 
of forecasts [4, 9, 11, 12, 14, 18]. 
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where: 
n - number of observations, 

iy  - the real values obtained during the research, 

iŷ  - the values determined by the model. 
 In order to illustrate better the relations between the real 
yield and the forecast yield, a graph is made, showing the 
mutual relations and a linear equation is determined. 

 
3. Results and discussion 

 
 The produced regression model is based on 19 inde-
pendent features contained in Tab. 2. The dependent feature 
refers to the yield of winter oilseed rape [t·ha-1]. Tab. 3 pre-
sents the results for the produced regression model. 
 Determination of the statistical significance level: 
- not significance, 
* significance for α = 0,05 
 
 On the basis of the above results, the multiple regression 
equation takes the form: 
 
Yield = - 4.87613701 – 0.01320*R1-4_CY + 0.08832*T1-
4_CY + 0.01940*R4_CY – 0.07458*T4_CY –
0.00218*R5_CY + 0.74854*T5_CY + 0.02118*R6_CY – 
0.15313*T6_CY – 0.00245*N_LY + 0.00019*N_CY + 
0.00169*P2O5_CY + 0.00097*K2O_CY + 
0.00414*MGO_CY – 0.00493*SO3_CY  + 
0.65611*B_CY + 0.00833*CU_CY – 0.00054*MN_CY + 
0.00222*MO_CY – 0.00565*ZN_CY 
 
 In order to determine the quality of the forecast, the cal-
culations used for the ex post methods have been carried 
out using formulae (2 - 5), with the results shown in Tab. 4. 
 
 
Table 4. Measures prediction ex post of analyzed MLR 
model 
Tab. 4. Mierniki predykcyjne ex post w analizowanym mo-
delu MLR 
 

RAE [-] RMS [-] MAE [t ·ha-1] MAPE [%] 
0.4232 1.6704 1.5950 44.21 

Source: own work / Źródło: opracowanie własne 
 
 
 In the next step, a graph of relations between the real 
yield and the MLR model forecast was created (Fig. 3) and 
a linear equation was determined based on the results ob-
tained (Fig. 4). 
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Table 3. Regression coefficients, standard errors and probability levels for the MLR model 
Tab. 3. Współczynniki regresji, błędy standardowe oraz poziomy prawdopodobieństwa dla modelu MLR 
 

Yield: R= 0.81744181, R2= 0.66821111, Constant= -4.87613701 
Variable 

b standard error b p significance 
R1-4_CY -0.01320 0.003032 0.000020 * 
T1-4_CY 0.08832 0.023122 0.000173 * 
R4_CY 0.01940 0.019531 0.321614 - 
T4_CY -0.07458 0.091784 0.417293 - 
R5_CY -0.00218 0.004968 0.661118 - 
T5_CY 0.74854 0.191453 0.000122 * 
R6_CY 0.02118 0.00671 0.001813 * 
T6_CY -0.15313 0.074569 0.041171 * 
N_LY -0.00245 0.006062 0.686849 - 
N_CY 0.00019 0.001433 0.894877 - 
P2O5_CY 0.00169 0.002142 0.431717 - 
K2O_CY 0.00097 0.000625 0.120390 - 
MGO_CY 0.00414 0.009121 0.650208 - 
SO3_CY -0.00493 0.003315 0.138037 - 
B_CY 0.65611 0.324602 0.044429 * 
CU_CY 0.00833 0.006237 0.182973 - 
MN_CY -0.00054 0.00167 0.745490 - 
MO_CY 0.00222 0.005732 0.699083 - 
ZN_CY -0.00565 0.003849 0.143504 - 

Source: own work / Źródło: opracowanie własne 
 
 
 
 
 

 
Source: own work / Źródło: opracowanie własne 

 
Fig. 3. Observed and predicted yield of winter rapeseed in MLR model 
Rys. 3. Rzeczywisty i prognozowany przez model MLR plon rzepaku ozimego  
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Source: own work / Źródło: opracowanie własne 

 

Fig. 4. Relation between observed and predicted yield with linear equation 
Rys. 4. Relacja pomiędzy plonem rzeczywistym i prognozowanym wraz z równaniem liniowym  
 
 The determination coefficient for the produced MLR 
model took the following value R2= 0.66821111, and the 
constant in the regression equation was -4.87613701. These 
results show that the model is on a medium adjustment to 
the empirical data on which the MLR model was created. 
Coefficient "b" obtained the highest value for two inde-
pendent features. For the T5_CY feature it was 
0.748542514, while for the B_CY feature it was 
0.656113104. This means that both T5_CY and B_CY had 
the greatest impact on the shaping of the volume of the 
forecasted winter oilseed rape yield. 
 The produced MLR model is based on empirical data, 
which are usually easily accessible to every grower and 
these are weather data and fertilisation information. The 
advantage of the produced model is the possibility to use it 
in the current agrotechnical year, before harvesting, for ex-
ample on the 1st of July or at a later date. Often the fore-
casting models are based solely on experimental data [3, 7, 
20]. Such an approach makes it difficult to use models and 
create forecasts by a wide range of interested persons or in-
stitutions. It was assumed that the correct functioning of the 
model would be verified by comparing the obtained fore-
casts with the actual rapeseed yields in the last year of the 
study. 
 In view of the above, four ex post error measures were 
used in this paper: relative approximation error (RAE), root 
mean square error (RMS), mean absolute error (MAE), 
mean absolute percentage error (MAPE). They were ap-
plied to determine the quality of the model and to determine 
the errors in the forecast of winter oilseed rape yield. 
 Table 4 shows the error values for the model produced. 
To the most commonly used indicators characterizing the 

values of prediction errors belongs MAPE which is easy to 
interpret [6, 9, 15]. The MAPE error value for the MLR 
model was 44.21%. Considering a critical MAPE error rate 
of up to 10%, in cases that are significantly affected by ran-
dom conditions [18], the results are unsatisfactory. 
 For this reason, further work should be undertaken in 
order to reduce the forecast error by selecting another set of 
independent features or changing the method of building 
the forecasting model. 
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