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MODELING METHODS OF PREDICTING POTATO YIELD - EXAMP LES
AND POSSIBILITIES OF APPLICATION

Summary

The purpose of the following work is to review tthethods used in predicting plant yields, with marér emphasis on po-
tato production. The article refers to the histdta] methods of estimating plant yields and preugiltrends: ground-
based remote sensing, which is often associatddregfression calculus, multiple regression, ari#idgntelligence and im-
age analysis. There are also two popular models SIBR and LINTUL-POTATO, which are the foundatiordfevelop-

ing more and more accurate tools of potato yiekihestion. There are many methods that allow to jmtegields before the
end of the growing season. The most important eleecreating prediction models is choosing tipp@priate number
of independent variables that actually shape tleéding of potatoes. Timely and accurate predictibrcrop yields improve
the management of agricultural production as wsllianit financial, quantitative and qualitative ks of crops.
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METODY MODELOWANIA PREDYKCJI PLONU ZIEMNIAKOW — PRZ  YKLADY
| MO ZLIWO SCI ZASTOSOWANIA

Streszczenie

Celem niniejszej pracy byt przedl metod wykorzystywanych w prognozowaniu plonglinrae szczeg6lnym uwedhie-
niem produkcji ziemniaka. W artykule naeano do historycznych sposobéw szacowania plongim mraz obecnie panu-
jacych trendéw w predykcji: teledetekcji naziemngjr& czsto powgzana jest z rachunkiem regresyjnym, regres;ji wielo-
rakiej, sztucznej inteligencji, analizie obrazéwspwmniano tate o dwoch popularnych modelach SUBSTOR i LINTUL-
POTATO, ktére stworzyly podwaliny do opracowywarieaz doktadniejszych nagdzi prognozujcych plony ziemniakdw.
Wiele metod pozwala na predykgilonéw przed zaki@zeniem sezonu wegetacyjnego. Najistotniejszyneetem tworze-
nia modeli predykcyjnych jest dobér odpowiednieghly zmiennych niezafe/ch, ktére rzeczyydie ksztattuy plonowanie
ziemniakéw. Terminowe i doktadne prognozy plonddlinrauprawnych usprawniaj zarzzdzanie produkej rolniczg, po-
zwalag na ograniczanie strat finansowych,stgowych i jakgciowych plonow.

Stowa kluczowepredykcja plonowania, ziemniaki, sztuczne sieciranowe, regresja

1. Introduction

Plant yield prediction deals with estimation o thield
value of a given crop species, assuming that thelitons
prevailing during the growing season were clos¢htmse
prevailing many years before, in short, it's a iifie way
to predict future events. Forecasting made befoeehiar-
vest influences the organization of agriculturabdarction,
plays a significant role in the functioning of dostie and
foreign food markets [26]. Potato is a species thgtiires
large capital expenditure during cultivation. Farsnavho
want to expand potato production areas should le tab
determine the yield in advance that can be achiéveal
particular season, so as to consider the scalesi$ deing
incurred (profitability of production) [7] and inddual
storage capabilities. The growing interest in potailtiva-
tion globally in connection with the decreasingaaod land
in agricultural use introduces the need to impridwe in-
crease in yield in quantitative and qualitativentsy more
effective crop protection methods and more efficiean-
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agement systems. What's more, yield forecastiranism-
portant tool used for extreme weather conditionthag are
becoming more and more frequent and their effects a
negative and long-lasting.

2. Historical approach to plant yield prediction

The history of methods used to predict crop yieldtes
back to the beginning of the 20th century. Onehefmeth-
ods was taking average of three, which assumeshéatc-
tual yield to be achieved in a given year is thigharetic
average of the three previous growing seasons. ridRfo
nately, there are very few years in which this apph can
give a proper forecast. For instance, when a paaticsea-
son that was favourable for growth and developnant
plants, and the previous three were not very sgfgledn
such cases, the prediction error can reach upveraehun-
dred percent. Another old method, called fertilin@zthod,
combines yielding of plants with the amount of uedil-
izers. Fertilizer unit - the basic predicting paeden, ex-
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presses 3 kg of mineral fertilizers calculatedhespure com-
ponent in the NPK ratio: 1: 0,8: 1. Observatiomsrfrthe 50s
of the last century allowed to conclude that omgliféng unit

allows for the production of 20 kg of grain [31]hd best ef-
fects in yielding plants are obtained while maimitag the
above-mentioned proportion of mineral componentsldter-
mining the fertilization within the farm.

The presented methods, despite their few advasitage
not take into account one of the most importantofacthat
determine crop yielding, such as meteorologicad@ans.
Due to the random nature, often limiting the yipltential
of plants, the weather conditions are usually &@ats dis-
tortions [27]. In the method proposed by Zalewtie, yield
is predicted by a linear relation between the comsion of
mineral fertilizers and weather conditions. Thenelie, as a
complex factor, was presented in the form of a blgdyical
and thermal quotient, so-called Sielianinowa cogdfit
[16]. The author of the method states that theofalhg co-
efficient should be calculated in detail for the ntio of
May due to the experimentally confirmed relatiopsbe-
tween final yields and weather conditions. It tutneut,
however, that the actual yields achieved in subsetyears
of research compared to the yields calculated enbtsis
of the discussed method did not differ significanthn-
other approach to yield prediction may be a dedailbser-
vation of plants in critical and difficult develommt phases.
In case of potatoes, the setting period for stolorss
adopted [31]. At this stage, the influence of alttbrs sig-
nificantly influencing the yielding is seen, ane timtensifi-
cation of specific symptoms can initially suggedewel of
crop yield.

3. Current trends in yield prediction

- an empirical relation of values of vegetation ited
measured during the vegetative cycle (Fig. 1) d&edyield
of specific species. A small output database armb ed
making forecasts is the big advantage of such rsodak-
ating models based on measurements carried ottictlys
defined environmental conditions may bring certdiffi-

culties concerning their universal application, héggh un-
certainty of a reliable forecast on a wider sc2ig][ How-
ever, the use of NDVI data has limitations, i.dibration
of the device, incidence of solar radiation, atninesjc at-
tenuation and cloud occurrence, which limits the okthe
model [3].

Source: picture by Zrédto: fot. K. Piekutowski
Fig. 1. The Crop Circle OptRx®- an NDVI sensor
Rys. 1. Czujnik Crop Circle OptRx® do pomiaru NDVI

The use of remote sensing enabled the model digbre

The current approach in estimating plant yield haghe yield of irrigated potato plantations by thedesf the

evolved along with the development of measuringhoes

growing season using vegetation indices NDVI, SAVI,

and techniques. The most common solutions includgsav| and CNDVI. Potato yield samples were collecie

ground-based remote sensing using models simulptary
development or classical regression models, adifiatel-
ligence methods, image analysis.

3.1. Remote sensing and vegetation indices

Remote sensing methods allow for observation amnd ¢
trol of crops from air and satellite via speciatefige im-
ages, e.g. NOAA AVHRR used by the Institute of Gexyd
and Cartography that create a system for monitotireg
state of arable crops in Poland. As for yield pe#dn, the
AVHRR NOAA scanners, present on the satellitesisteg
the radiation on the basis of which the NDVI indetues
(Normalized Difference Vegetation Index) are deieed.
The index developed by Rouse and others [29] iscdignt
of difference and sum of radiation reflected frtime sur-
face of plants in the near infrared (IR) and irdchn(R).
Special compositions and maps are created on tie ba
daily images of index distribution over areas ofiagture
use. Also, the analysis of changes in the indewevat the
growing season and multiannual period is perfornidak.
merous studies indicate a visible, high correlatibvege-
tation indices in respect to yield and plant biosn§22].
Plant life studies have shown that NDVI is assedauith
the leaf area index (LAI) and photosynthetic crafivaty.
The effect of conducting the following research sists in
developing a model (usually based on regressidmtgque)
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3 days before harvest and were correlated withhheigng
NDVI and SAVI, where yield prediction algorithms ree
developed and used to generate yield predictionsmap
Relatively low prediction errors were observed, anting
to no more than 10% [2]. The relationship betwdendc-
tual and predicted yield value, expressed in thec&fi-
cient of determination, was 0,65. This value inthsaa sat-
isfactory model match. According to the authors, pleriod
of 60-70 days after planting potatoes is the bizse tto
make reliable predictions.
3.2. Classic forecasting models

To assess the impact of input variables on poteztal,
authors often use the classic approach, like thiptaure-
gression analysis method [14], stepwise regresgl&i.
Regression models are a kind of formal record qiede-
encies between dependent variables, e.g. yieldasidein-
dependent factors that shape this feature in tha fof a
mathematical equation. In other words, the regoessal-
culation problem is to match a straight line to et ef
points. The value of the determination coefficiB2tranges
from 0O to 1, which tells us what part of the departdvari-
able was described by the model. There are soneanas
results which prove that traditional methods ofnplgield
prediction may be characterized by low predictiatia
racy. Classical models are linear, and in many s
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approximation of dependencies is incorrect. Morepove "forcing” a specific response by means of speafgnals.

these methods usually depend on strict field dali@ation
on individual yield and yields in general, whiclyoires a
lot of costs and time. Models for plant yield foaisting can
be built based on a variety of sets of featuresraadsure-
ments. The important part is that the parametecserh
should actually shape the value of the forecastethivies.
The agrometeorological data typical for a givenwjng
season are the most universal and useful datan taite
account in the construction of yield prediction ratzd[14].
Most models created over the years for potato cirnglsde
such information. NPK fertilization doses are amotim-
portant and popular data [4].
3.3. Basic potato models

Currently, the most popular models in the worlé:ar
SUBSTOR [28] and LINTUL-POTATO [20]. SUBSTOR
(Simulate Underground Bulking Storage Organs) wak b
based on the common cereal model CERES [13]. Itdeas
signed as a decision supporting system for potamsg
as a tool to explain plant-substance relations. SUBR is
widely available and used in many countries wortthvi
The most important applications include: deterngnthe
optimal planting time, controlling the irrigatiorf planta-
tions, optimizing nitrogen fertilization doses. Theodel
simulates plant development and agronomic yielgmede-
ing on weather conditions, soil and cultivationNIIUL-
POTATO (Light INTerception and utilization for
POTATO) was created in the Netherlands basing wadies
that deal with the influence of temperature and kaygth
on the growth and development of eight potato viase
Currently, it is being applied in South America,ths agro-
ecological characteristics of potato - identifyifagtors de-
termining yield, limiting and reducing yield, th@ssibility
and profitability of transferring new agriculturadethods,
e.g. new varieties.
3.4. Artificial neural networks in yield prediction

Artificial neural networks are an increasingly dgeol
that supports research in agriculture. The mairaathges
include large approximation abilities as well asngnande-
pendent variables in the analysis (also of linguigature)
solving non-linear dependencies. The idea of bogdand
functioning of artificial neural networks derivesoiin the
observation and imitation of the human brain and/oes
system. Artificial Neural Network ANN is a way o&fin-
ing mathematical models and structures which taet ip
complicated calculations. Their application is venge, as
they match any model whose degree of complexityhef
tested dependent and independent variables isamgmot
possible to be expressed through classical coioelat
ANNSs are able to map non-linear dependencies [h?] a
their great advantage consists in their self-lewyr@apabil-
ity. Based on the created database containinghallre¢le-
vant variables and the learning algorithm, the oekwe-
members the data structures. Thanks to self-creetaght-
ing factors, the network performs all further taskaich
ultimately leads to forming the model [9]. The reunet-
work is characterized by architecture, a trainitgpathm
and an activation function. The network's archiieetis
understood as the number of layers forming it: input-
put, one or two hidden layers [8]. Network learningans
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The network can learn to perform calculations io tways,
i.e. by supervised learning or previously mentiorsedf-
learning. The activation function is a tool for@alhting the
value of neuron output [11]. Moreover, neural neksgo
have been found useful in yield prediction of péafg], in
operation and automation systems [10], classifyargl
predicting many diseases [17], optimization andgifaca-
tion in business [21]. Artificial intelligence metts be-
come more and more important in the aspect of potat
yielding, being used for all types of predictiomsviron-
mental indices of potato production [18], virescemt tu-
bers [6], profitability of production [35], energgonsump-
tion of agricultural machinery [34]. The parametdefin-
ing the qualitative characteristics of the createmtiels in-
dicate the predominance of neural models over opher
dictive models. The MAPE error value (mean absobge
centage error) - the basic qualitative indicatoth® mod-
els, often does not exceed 10-15%. Such values shew
adequate knowledge of the mechanisms and deperdenci
occurring in the production of potatoes and proegss
plants.

Artificial neural networks are a perfect tool forecast-
ing yields of potatoes, as they allow for accueatalysis of
a dynamic process depending on many random faddifrs.
ferent types of networks are used to predict yieltso
types of networks were tested for Radial Basis Eonc
Neural Network (RBFNN) and General Regression Neura
Network (GRNN) in two combinations, the Flat Potato
Field (FPFs) and Rough Potato Field (RPFs) by Raadd
Mishra [25]. RBF networks consist of three layérhe in-
put layer allows you to connect the network to #mei-
ronment. The next layer - hidden, consists of seaveodes
that use non-linear transformation to input vaeablusing
a radial basic function, such as the Gauss funcfidre
output layer is linear and is called the summing [80].
The GRNN network structure consists of four laydhe
input layer, two hidden layers and the output layére first
hidden layer of the network consists of radial negr The
second layer consists of only two neurons, whidimede
the weighted average of the neuron outputs of theipus
layer. The first neuron marks the so-called weidrgam.
The second neuron is responsible for the sum ofvikight-
ing factors. Obtaining a weighted average from &iated
sum is possible by the action of a neuron in tradém
layer, whose task is to make calculations: quotinthe
sum weighted by the sum of weighting factors. Th&k is
performed by the neuron in the output layer [32¢cérd-
ing to some literature sources, the GRNN network &a
greater learning ability with a large amount ofadabm-
pared to RBFN [19].

In the Pandey and Mishra research [25], the GRNN
network proved to be a more accurate predictor athtp
yield based on three yield parameters: averagd pkight,
leaf area index (LAl), stem and leaf dry weight rtha
RBNN. Fortin et al. [8] used another type of neunatwork
- MLP Multiple-layer perceptron (Fig. 2) to predigbtato
yield. A characteristic feature of the MLP netwaskcon-
nected with the presence of at least one layerdofem neu-
rons, which mediates signals transfer between tipeiti
nodes and the output layer. Prediction of tubeldyigas
based on various combinations of input variables: val-
ues, meteorological data including solar radiatod such
data as: the following day of the year.
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Output

Source Zrodto:

https://docs.opencv.org/3.4/dc/dd6/ml_intro.html

Fig. 2. General structure of the MLP artificial n@unet-
work
Rys. 2. Struktura sztucznej sieci neuronowej o ltado
MLP

The most influential variables on the yield of eub
were solar radiation and the sum of precipitatibhe use
of MLP networks with three independent variablesnsf
rainfall, radiation and LAl values allowed for tiheost ac-
curate simulation of yield increase during the grapsea-
son. The MLP network with two layers was also used
predict the starch content in potato tubers. Atitiput of
network, the authors included as many as 14 incipen
variables, and 56 varieties of potatoes from déffiethabitat
conditions were analyzed. The generated model \was ¢
acterized by high quality and can create the bfasighe
functioning of the decision supporting system erci con-
tent forecasting [24].

3.5. Practical use of image analysis methods

From the agricultural point of view, it's a hugeesess
to transfer works from the preliminary analysisdeuf re-
search teams to specific tools offered to agricaltpro-
ducers. The decision supporting products in agricelland
everyday applications can be of such importance. Sl-
Grader application created by Solentum company fitoen
Netherlands is a good example of knowledge trarisftre
field of forecasting potato yields. It is enough fbe manu-
facturer to complete the program with basic cuttova
data: date of planting, area, planting distancey vadth.
The prediction is based on image analysis.

The parameters to be measured are as followssitke
and mass of tubers, the average length of tubere#ti-
mated total yield and the initial calibration. Ttexipients
of the application are potato producers who canenpoe-
cisely and professionally decide on the date ofcdation
and lifting by following the growth of tubers, aslvas de-
termine the necessary storage area for crops. Ehanthe
application, food processing plants will make alitand
quick decisions about the order of raw materialvaeies,
for example during uncommon years for potato prddog
when it is necessary to adjust the potato deliyan due
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to their difference in quality [33]. Image analysssa tool
that allows not only for the quantitative predictiof yields
or raw materials, but also the prediction of prdadmygality
possible to obtain in industrial conditions [23].

4. Summary

Prediction of agricultural crop yield is a modeap-

proach in effective management of farm. The curtearid
of sustainable agriculture, being a less extrem fof the
intensive system, indicates the need for wider afseod-
ern technologies to realize maximum profits whigicg
for the environment. Thanks to the access to ttasim-
plement predictive tasks on a daily basis, produican not
only forecast yields, but also decide beforehansutipos-
sible deficiency in production resources dependingthe
conditions in the growing season.
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